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Unequal intralayer coupling in a bilayer driven lattice gas
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The system under study is a twin-layered lattice gas at half filling, being driven to nonequilibrium steady
states by a large, finite “electric” field. By making intralayer couplings unequal, we were able to extend the
phase diagram obtained by Hill, Zia, and Schmittmann and found some interesting effects. Many transient
phases to the strip phase were found to be long lived. We also attempted to test whether the driven lattice gas
with negative interlayer coupling is still in the Ising universality class. Simulation results suggest a value of
1.75 for the exponeny but a value closer to 2.0 for the ratigv. We suspect a different susceptibility has to
be used due to the presence of two phases near criticality.

PACS numbgs): 05.50-+q, 64.60.Cn, 05.70.Jk

[. INTRODUCTION extension to Achahbar and Marro’s model: addition of a cou-
pling across the layers. This couplingy, (J in their nota-
Equilibrium statistical mechanics has served us well in theion), can be both attractive and repulsive. This led to novel
understanding of collective behavior in many-body systemgliscoveries. From the new phase diagraniTid, space at
in, or near, thermal equilibrium. However, nature abounddixed E, they observed the intrusion of the region of the S
with examples of systems that are far from equilibrium andPhase into that of the FE phase. The reader is referred to their
their behavior cannot be predicted by theory. Linear respons@aper for the phase diagram. The “usual” FE to D transition
theory, a form of perturbation theory, works well only for IS interrupted by the presence of the S phase for very small
systems slightly off equilibrium but not for those far from and negativel, as well as atJ,=0. Note that a large but
equilibrium. The way to tackle such new systems is to studyfinite electric fieldE is used to drive the system far out of
simple models that have well-understood equilibrium prop-€quilibrium.
erties. In our paper, we investigate such systems further with yet
Much work has followed from the early attempt by Katz, another trivial modification. We attempt to observe the ef-
Lebowitz, and SpohiKLS) [1] to drive the Ising lattice gas fects of having an unequal coupling in tk@ndy directions
into nonequilibrium steady states via the introduction of anwithin each top and bottom layer. In particular, we wish to
external electric field. This driven lattice gé8LG) model ~ map out the phase diagram in tiiel,-J, plane. TakingE to
became the prototype for studying driven diffusive Systemg)e in thex direction, we have particle-particle interactions in
(DDSs. the transverse directiod, , that are larger than or equal to
The KLS or standard model for a DDS is composed of arthose along the fieldJ,. The case of equal interactions
ordinary lattice gas in contact with a thermal bath, involvingshould recover the results [d].
particles hopping to their nearest unoccupied sites. This is In addition to extending the phase diagram into another
controlled by a rate specified by both the energetics of interdimension, we also attempt to determine the universality
particle interactions and an external, uniform driving field class of the system fal,<0, i.e., for FE to D second-order
[2]. transitions. It was stated i#] that preliminary results seem
Achahbar and Marr3] studied a variant of the standard to suggest that the D-S transition belongs to the class of
model: stacking two fully periodic standard models on top ofsingle-layer driven lattice gasest is our objective here to
one another, without interactions across the layers. This sydest the hypothesis that the D-FE transition belongs to the
tem is coupled to a heat bath at temperaf@iresing spin-  Ising universality class, to which many systems belong.
exchange(Kawasakj dynamics with the usual Metropolis
rate. In Kawasaki dynamics, pairs of sitédsoth intra- and Il. DEFINITION OF THE MODEL AND TOOLS
interlaye)y are considered for exchange in order to have glo- EMPLOYED
bal conservation of particles. Thus we have a diffusive sys- ) ) )
tem without sources or sinks. Half-filled systems are studied. Following Hill etal, our system consists of two fully
The two decoupled Ising systems undergo two phase trangperiodicL X L square Iat.tlc.es,.arrar?gec_i ina bilayer structure.
tions as the temperature is decreased from a large valu¥/e label the sites byjg,jz,js) with j;,j>=0,... L—1
First, the disorderedD) phase at highT transforms into a andis=0,1. Each site may be either occupied or empty, such
state with strips in both layeréS phasg This is much like thatwe can specify a configuration of the system by a set of
two aligned, single-layer driven systems. Upon further low-0ccupation numbern(j,j2,j3)}, wherenis 0 or 1. In spin
ering of T, another transition occurs that results in an ordered@nguage, we have spa=2n-1==1. For half-filled sys-
state, resembling the equilibrium Ising system. It consists of€MS, Zn=L" or £s=0, i.e., zero net magnetization. The
a homogeneously filled layer and an empty layited-  Hamiltonian is given by
empty (FE) phasé.
Hill, Zia, and Schmittmann4] unveiled the mystery of H==3,2 nn'=J, > nn'—J3;> nn’, 1)
y dir

the presence of two phase transitions. They did a natural X dir
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wheren and n’ are the occupancies for nearest neighborsvherekg=1 andd=2 for our two-dimensional2D) system

within a given layer whilen,n” are for those across layers.
Summations in thex andy directions include both top and
bottom layers. From now o, , 3 will be used in place of
Jyyz-
Note that withJ;=0, we have two decoupled Ising sys-

tems. This has been confirmed by computing the equivalent
Ising model heat capacity from the system and comparingi(l1,l5,,l3)
with exact results, where good agreement is observed. We

restrictJ; andJ, to positive values and shall define the di-
mensionless couplinga=J,/J; and B=J3/J, for numeri-
cal convenience. We toogR in the rangq — 10,10 while «
took on values 1, 2, 5, and 10. With=1, we hope to re-
produce the results obtained by Hét al.

The temperaturd is given in units of the single-layer
Onsager temperature, 0.5@43kg in particle language. Fi-
nally, the external driving fieldE is given in units ofJ; as
well, which affects the Metropolis rate via a subtractioreof

and (|n|) is taken to be the relevant order parameter. We
define{l,l,,l3} as taking the same range §s,j»,j3} in-
troduced earlier. The Fourier transform of the occupancy
n(j1.j2.J3) is given by

)

J1:2.)3

n(j1yj2,j3)827Ti[(jlll+j2|2)/L+j3I3/2]_

4

1
T2L?

Thus, in order for the fast Fourier transform to be appli-
cable, only the system sizés=2P are used, withp being
any positive integer.

The quantityS(l4,1,,13)=(|n(l1,1,.13)|?) is called the
structure factor Different pure phases are represented by
different structure factors and the deviation of each from the
maximum value measures the presence of each of these

from AH for hops along the field, and vice versa. A value of Phases in a given configuration. A change across the lattices

25 is used throughout the study.

Lattices investigated are of dimensiohs=32, 64, and
128. Typical Monte Carlo step@MCS) per site taken are
500 000 for the phase diagram determination arfifédthe

is reflected in the third indek; in 1n(0,0,1). For a pure FE
phase|n(0,0,1)%=0.5=0.25 is the only nontrivial positive
entry in the power spectrufibesides the trivia/n(0,0,0)?

=0.25 due to the half-filled nature of the latticEor a phase

universality class inyestiggtion. Runs are performed at fixegh ¢ js 9096 FE-like, the value will be slightly less than 0.25.
a, B, E, andT (all dimensionless starting from a random = 15 the quantityS(0,0,1) computed is the structure factor
initial configuration generated by a 64-bit linear congruential,, the pure FE phase, where the time average operations are

random number generator. Discarding the firstB' MCS  equndant for the pure phases. Other entries in the power

(for transienty measurements are taken every 200 MCS. ~ 2 .
. o . . : spectrum such afn(0,1,0)“ can be used to characterize
However, if a significant change in character is seen in the . . o
. . . other phases. In fact, Hi#lt al. used this entry’s time average
configuration, as in any approach to the true steady stat

from any local minimum(in energy, the time average is §(0,1,0) to represent the S phase, but we found that any odd

taken only after the changeover point.

To determine the critical temperatures, many systems ari%1

started from identical initial states but with differefts. A
susceptibility plot is then constructed from which thealue
giving the maximum susceptibilityT(,¢,)) is obtained via a
quadratic least-squares fit. This is to be repeated for ach
and the estimate foll . obtained via the usual finite-size
scaling hypothesis,

Tpeal{(L)_Tc“Lil/V- (2)

The critical exponent is chosen to be 1.(entatively,

as for the Ising model. In fact, for an undriven system with

a=1 andB=0, theT. obtained via this method is 0.9886,

usingL=4, 8, 16, and 32. This is in good agreement with x
the expected value of 1.0. However, for a driven system, it

has yet to be shown explicitly thatis still 1.0, which is the
other objective of this paper.
For theD-S transitions, it was suggested [iB] that the

critical exponentv is 0.7. Nonetheless, due to the enormous

demand on computer tim& . is taken as a rough estimate

for T; in the determination of the phase diagrams. Thus for
D-FE transition theT ., values serve as upper bounds on

the true critical temperatures. Hence the exact valuer of
should not affect the phase diagrams significantly.
The susceptibility is defined as

L - ~
X(|11|21|3):kB_T[<|n(|l=|21|3)|2>_<|n(|l!|21|3)|>2]7 (3)

I, index suffices.

We thus speculate that any given configuration of the bi-
yer DLG can be viewed as consisting of a superposition of
many “pure tones,” such as the FE configuration. Thus,
through a Fourier transform, we can pick out the “frequen-
cies” present by monitoring a few entries in the power spec-
trum that represent various possible steady states from en-
ergy arguments. Upon taking time averages, the
corresponding structure factors can be computed. For D-FE
transitions, S(0,0,1) is monitored together wit$(0,1,1),
which represents the “local minimum” solution. This is a
staggered form of the FE phase, with an occupied band on
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FIG. 1. The pure configurations: FE, S, and AFS phases.
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FIG. 2. Phase diagrams for the bilayer lattice das.a=1, (b) «=2, (c) =5, and(d) «=10.

one layer matched by an empty one on the other. We termegiagram in theT-B-a space.
this the AFS(antiferromagnetic stripphase. It is like a hy- A few qualitative features can be discerned from the
brid between FE and S phases and occurs at low temperphase diagrams. The first of these is the growth of the “tri-
tures for systems with repulsive interlayer couplisge Fig. angular” region, a term coined in Hill's paper for the intru-
1 for a pictorial view. The transition from a pure FE phase sion region of the S phase into that for the FE phasey &s
(dominant at moderate temperatyrés disorder is marked increased. This observation provides an independent confir-
by a drop 0fS(0,0,1) from its maximum of 0.25 to near zero. mation of the existence of this phenomenon. Without an ex-
The location of T, is where the slope of the drop is the ternal drive, no bias exists between the FE and the S phases.
largest or wherge(0,0,1) peaks. However, application of a drive in thedirection (vertical
Due to finite-size effects, the peaks of the susceptibilityseems to favor the S phase, with its linear interface aligned
function do not diverge to infinity but the distribution is with the drive, as compared to the isotropic FE phase. This is
“rounded” and the peak location shifted in temperature.speculated to be analogous to magnetic domain growth in a
These two features are observed in our simulation data. ferromagnetic material under the action of an external mag-
netic field. The S phase, which is not expected to be stable
IIl. PHASE DIAGRAMS when repulsive interactions_ exist betvygen t_he layers, could
become stable due to the drive. The driving field could some-
The phase diagram for a driven system with the samé&ow compensate for the gain in configuration energy as a
parameters as used by Héf al. can be reproduced to an result of particle stacking under repulsive interactions. The
acceptable degree by our implementation. We shall presesurvival of the S phase in the negatigeregion is increased
our phase diagram@ig. 2) as slices off the full 3D phase as« increases.
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FIG. 3. Plots of structure factds(0,0,1) (for FE) againstT. The left figure is fora=1, B=—5, L=32, andE=0 (OJ) which is an
example of a second-order transition. Also shown on the same plot is the drivelEgash (¢ ). On the other hand, the right figure serves
as an illustration of the structure factor discontinuity at a first order transition and is obtained23t3=—0.5 and samé, E, values.

Another feature worth noting is the shifting of the bicriti- are for D-S transitions, the relationship seems linear except
cal point toward more negativg values as well as toward at large« for =10 and smalkx for 3=0.
higher temperatures. Thus the S phase becomes more stable
at moderatgB values asx is increased, despite its instability |\, |\NTERPRETATION AND DISCUSSION OF PHASE
from energy arguments. o _ DIAGRAMS
We judge whether the transition is second or first order by ) S
looking at the plots of structure factors against temperature The survival of the FE phase under a driving field should
T. A second-order transition has continuous derivatives afot be taken as to I_oe expectgd. For Iamge/v_e would expect _
every point, an example of which is shown in Fig. 3 for the Staggered and horizontal antiferromagnetic bands to form in
D-FE transition. A first-order transition, like FE-S in the sec- the undriven bilayer LG from energy arguments. The form
ond figure, will show a discontinuity looks like the AFS configuration but rotated 90°. Under a
Table I,presents some represent.atT\gevaIues from the driving field directed perpendicular to these bands, it appears

. . that even a large coupling of 10 could not stand up to the
SQE sees ?;?%Laem;ég:zg_asr; F[’(Ig[lJ?nend;ffgfrfaeciabbeléwgﬁgjthe effect of an even larger driving fielgtrength 25 It has yet
and first- (S-FB [column 3 of the tablEorder transitions to be seen if the reverse situation can favor the rotated AFS

A ) phase.
along the = 0 line againste and observe that a east- * \ye can try to interpret the phase diagrams as follows.

squares straight line can be fitted through them. However,;irst, the increased intrusion of the S phasenaimcreases
due to a lack of finite-size scaling knowledge for the D-Scan pe understood through a thought experiment. The S
transition, we could not get a better estimate Tarat the  phase can be thought of as consisting of strings of particles,
second-order transition point and thus could not conclude ibf one particle width, aligned with the driving field. These
the error bars could tolerate a linear fit. Nonetheless, a lineagre bounded together through the couplimgin the trans-

fit might be possible, though no theory has yet been develerse direction to the fiel€x. As T increases, the arrange-

oped to investigate this. . ment will be disturbed until, at a sufficiently largedisorder
We also plottedT; at =—10, 0, and 10 against the  yeigns. However, if we increase, the increased binding
values. The plot fog= — 10 (D-FE) seems to exhibit a loga- could compensate for the disorienting effect of lafigé his
rithmic relationship. As for the non-negatiygvalues, which  effectively makes the critical temperature for the S-D transi-
tion higher.
However, this is not to say that the increagedoes not
help to increasé  for the D-FE transitions as well. It is only

TABLE I. Critical temperatures at three select@dralues. that the increase is much smaller in the FE case.

o B The ef_fect ofa_is to help neighboring partic_les to bind
100 0.0(1) 0.0(2) 10.0 together in they d|r_ect|on. This helps the conflgura_ltlon to
hold together despite the larger temperatures applied and is
1.0 1.242 ~0.950 1.228 1.781 true for both S and FE phases. One possible reason for the
2.0 1.692 0.600 2.100 2.923  much lower thermal tolerance for the FE case might be that
5.0 2.535 1.100 4.205 6.200 each of the_? particles in one layer has equal probability to
10.0 3.152 1.550 7.619 10.779 leave the pure FE phase. On the other hand, for the S phase,

only particles at the edgefor top and bottom layejs
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0.01k 4 [n(0,1,0)2 are both 0.1016 for the
case ofL=232.
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aligned with the field can migrate transverse to the field andip to four or five vertical bands, compared to the S phase
leave the pure S phase. This implies that ddfyt) particles  which has only one band. These are dominant at the com-
have a chance of migration. Thus it is easier to destroy a Flparatively lowT for the FE-S transition, whereas we can find
phase than an S phase once they are formed. In actual simire S phase again at moderateln fact, these multibanded
lations starting from random configurations, this implies thatstructures has also been reported recently byefial. [6]
it is easier to form the S phase. This might provide the key thased on an anisotropic DLG model investigatefi7ih The
the stark difference in the amount of benefit acquired from argryctures were also seen in an anisotropic lattice gas au-
increaseda fqr the. two pure phases. The argument alsoigmata model proposed by Margd al. in [8]. In the latter
holds for configurations of a “near FE” or “near S” nature, case they have a single lattice gas system evolving under not
before the critical temperature. _ _ the Metropolis rate but automata rules.

Further, each movement of a particle out of the filled band The n-banded S phases are seen to give way to the two-

for an S phase violates the occupied-occupied Single'SitBanded phase asincreases. For certain runs at modergte

configuration across the layers, which is typical of the Sthe latter is even seen to “evolve” into the single-banded

hase. H h h f icle with a hol ; . :
phase. However, the exchange of a particle with a hole onhase during a long enough simulation r(more than 3

the opposite layer in a FE phase does not violate the empt)f2 B I . .
occupied configuration typical of an FE phase. Note that thi 10° MCS for L =32), as in Fig. 4. This observation lends

argument is only for a single site. Hence in a way it is easiefUrther evidence that the-banded phases are the local
to destroy an FE phase. minima, from which we could reach the global minimum

Conversely, starting from an initial random configuration, With an increase iff or a longer run.
it is harder to form the FE phase as particles must not just Here, we can also speculate that the cause of the emer-
couple together, they must all reside on one of the layersgence ofn-banded S phases is the larger couplingn [8],
This can only happen at low enoudh Thus we may argue then-banded S phases were obtained with a setting of 0.9 for
that the FE phase is the dominant phase only at large enoughparameteb in their model, withbe[0,1]. If b>1/2, this

repulsive interlayer couplings under the drive. implies that there exists a tendency for particles to approach
each other in the direction transverse to the driving field. For

b<<1/2, it represents a tendency for particles to separate from

each other. Thus we can see that 0.9 has a similar effect
When investigating the transition of the FE to S phaseto a large« in our case. This realization implies that tihreto

(first order due to a discontinuity in the structure factor ver-single-banded S phase transition is a real phenomenon in

susT plot), severaltransientphases are observed. They ap-DDSs as it can be produced by different models.

pear to be the “local minimum” solutions of an optimization  The transients were not reported in Hill's work, probably

problem in which the S phase is the best solution, i.e., thdecause the ratie is 1. Only when the coupling in the

configuration of lowest free energy satisfying the parametergransverse direction to the drive increases far beyond 1 can

of the system. these transients be observed. The increase lrdis the effect
The transient phases observed are composed of from twaf “stretching out” the system dynamics, making otherwise

V. LONG-LIVED TRANSIENTS
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short or nonexistent transient phenomena emerge. In fact, w2 - - : - - : :
observed that structure factor plots for the same paramete
settings are similar in form foe=1 anda=10 except that b n@@%& A
the temperature range is 10 times larger for the latier . %, v L
value. @ v g
Finally, some words about obtaining the FE-S first-order  -ff ¥ ]
transition line. Fora>1, the FE phase is seldom observed ., V* *ﬂ*u
inside the “triangular” region. Instead, either the AFS phase ; ol C V“:n i
or amixed phasédaving both AFS anah-banded S charac- = * o*
teristics is observed. This then leads to tHeanded S phase G 1B 00 v .
at higherT. Thus we are seeing another transient configura- -y ]
tion. Their appearance effectively hid the first-order transi- T - 0.8886 with v = 0.9989 and y = 17520 M
tion line and so a heuristic approach has to be taken. We | ° v i
simply take the smallest that gives am-banded S phase as
an estimate off .(FE-S.
-1 2 a 0 1 ) s s 5
In | T-T | Y

VI. CRITICAL EXPONENT DETERMINATION

. . . . FIG. 5. Data collapse plot for the case @1, =0, andE

In the literature, there is some work on the universality _ using all experimental values
class of bilayered systems by Mambal.[5]. In their paper, '
they looked at systems with no interlayer coupling and found
that the S-FE transition belongs to the Ising universality claspected to give us the exponept
for E<E.~2, due to the presence of a tricritical point. As  For a test of the method, we looked at the decoupled,
we used a value of much larger tharE., we observed a undriven, and isotropic case, essentially expecting to see
first-order transition instead. The D-FE transition is not ob-Ising behavior. With simulation runs of>610° MCS, the
servable in the absence of interlayer coupling under a drivel ,c,(L)’s for L=8, 16, and 32 are plotted againist””,

To the authors’ knowledge, no work that reports on theyielding aT, of 0.9729 forv=1.
universality class of the D-FE transition for an energetically From the gradient of the g, VS INL plot, an estimate
coupled bilayer DLG exists in the literature. Here we tried toof 1.7520 is obtained foi/v. Assuming the exponeng to
determine for a system under a finite but large drive. Work-be 1.75, we obtained the experimentally obtaimedalue of
ing under the hypothesis that the system is Ising, we comg.9989. We could also use this valueiofo return us &  of
puted the quantityy/ v to see if the Ising value of 7/4 could 0.9886. Hence, both cases giVgvery close to the expected
be obtained. This is done by assuming the finite-size scalingalue of 1.0 and we have self-consistency.
relation ymad(L) L. Looking at the scaling plot, Fig. 5, the value #fis esti-

Hence, by getting good estimates of the susceptibilitymated from the slope of the least-squares fit line through the
peak values for various system sizes, we can obtain an estipper data points. This turns out to be 1.7273 for the cases of
mate for the ratioy/v. The value of the exponent for the  [v=1.0,T,=0.9889 and[0.9989,0.988F using the same
2D Ising model is 7/4. As fow, it is the correlation length /v of 1.7520 and assuming=1.75. Hence the method
exponent and takes on the value 1 for the Ising model.  proposed is workable though slightly limited in accuracy.

Let us outline the tactic we used. For a giversetting, With this much groundwork done, we can proceed to our
we attempt to obtain estimates ¢fv as well as the indi- findings. Due to time and resource constraints, omby 1
vidual exponentsy and v for representative values, and a portion of thex=2 D-FE phase space is explored to
namely, —1, —5, and —10. To do this, we require more determine the universality class. As a rough guide, the CPU
detailed susceptibility plots especially for the region near theime spent on this portion of the paper was about 1808rh
peak, where systems withvalues differing only in the third underestimatefor a Digital Alpha processor running at 600
decimal place are investigated. Data points close to the peaWHz. Typical running times & 1 h forL=32, 5 h forL
are fitted with a least-squares degree 2 polynomial and the 64, and 24 h fol.=128, all with a run length of ¥ 10°
maximum value as well as its location determined. These ar®ICS. All runs were started from the same initighndomly
the xma(L) and T, L) we desire. By repeating the pro- half-filled configuration but at different temperatures. Due to
cedure for system sizds=32, 64, and 128, we could plot this, the maximum system size investigated is limited to 2
Tpeak VS L with a guess fow to obtainT,. X 128x128.

By plotting Inxma VS InL, the gradient of the least- Figure 6 depicts the problems we faced in the determina-
squares fit straight line gives the ratjdv. Now, the expo- tion of the peaks for the susceptibility plots. Data points are
nentr becomes a free variable. For consistency in the plot obcattered about some fitting quadratic polynomial near the
In(xL~""") versus In[T—TJL~"), we could either use=1  peak(*rounded”). An estimate of how well the polynomial
or, assumingy to be 1.75, obtain an “experimental” value fits the data values is needed to give a feeling of the error
for v to be used for the determination ®f. Thus we can associated with the maximumn value obtained via the fit.
have two sets of “scaling” plots. With these we can checkto We associate an error with the estimatexgf,, through
see if the derived quantities give good “data collapse,”the following heuristic approach. From the set of data points
which is expected if the scaling relations are satisfied. Fronabout the observed peak of the function, a linear interpola-
the plot, the slopes of the two best-fit straight lines is ex-tion is made to obtain more points. The difference between
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160 ' @ ‘ , TABLE II. Values of y/v computed from various scenarios,
with the associated errors. Also included are the intervals for vari-
140} ] ous estimates of the ratios.
= | B Ll vy S(ylv) 1_5(2) Z+5(Z)
14 14 14 14
100 A
-1 64/32 1.846 0.026 1.819 1.872
or ] 128/64  2.009  0.062 1.946 2.071
col 128/32 1.927 0.020 1.907 1.947
b 8 -2 64/32 1.898 0.011 1.887 1.909
128/64 2.084 0.056 2.029 2.140
2 i 128/32 1.991 0.004 1.987 1.995
[ ! 12 ey 8 18 -5 64/32 1.774 0.015 1.759 1.789
128/64 2.363 0.053 2.309 2.416
%0 , v , 128/32 2.068  0.027 2.042 2.095
1eor ° 1 —10 64/32 1.848 0.016 1.832 1.863
ol v s o ] 128/64 2191  0.030 2.161 2.221
. O - 128/32 2.019 0.013 2.007 2.032
120 o o - 7
1001 ° i
~ . From Table Il, it is clear that all intervals foy/v com-
sof 1 puted do not include the value 1.75. An important observa-
ol tion is that for ratios computed using the=128 data, a
value greater than 2.0 can be obtained. These data do not fit
sof ° 1 into our scheme of things so far, which places a limit that
3 vlv is less than 2.
If we take the upper bound of the ratidv to be 2.0, the
data points fot. = 128 may be inaccurate. As the errors com-

0 L 1 i L
1.145 1.15 1.158 1.16 1.166 117
T

puted could not explain the discrepancy, it was suspected
FIG. 6. Plots ofy againstT for a=1 and 8= —1, with (a that critiqal slowing down is'q'uite severe in such a Iargt_a
being the full plot andb) giving a zoomed-in picture. The simula- SYStem size and that the 1 million MCS taken was not S'f'ff'_'
tion data are shown as squares while the dots in the second figufd€nt for the system to reach the true steady state. If this is
represent the attempt to fit a quadratic curve through the interpondeed the case, then the data for32 and 64 should be
lated values. The circles are artificial data points generated by linedfore trustworthy. But their intervals also do not include
interpolation between the experimental data points in order to im1.75. Thus it is concluded that we observe here a significant
prove the eventual quadratic fit. deviation from the Ising value.
With the experimental ratios of/v, we assumedy to
these pseudo data points and those from the parabolic fit temain at the Ising 1.75 value and plottdg,.x against
the chosen interval is denoted by(=Ygata— Yrit)- We next L~ for each setting of coupling strengths investigated.
compute the variance of the set efvalues as vag) =(e?)  With v less than or equal to 1.0, the plots obtained could not
and take the standard deviatiom(e)=+var(e)/(n—1) as be well fitted with least-squares straight lines. In fact, all
an estimate of the error ig,a,. This gives us a gauge as to plots seem more logarithmiclik@.e., concave functionsls
the spread of the “errors” when the data points are fitted bythis another signature of a non-Ising system or the existence
a least-squares degree 2 polynomial. However, this estimata two correlation lengths? We could not provide an answer
does not tell us how far our estimate is from the tgygfor  at this current stage of research.
the set of parameters, as effects like critical slowing down We made “scaling plots” for the different system sizes
may be present to alter the observed peak height. for each value of the parametgrinvestigated. Withy as-
Making In ymax VErsusL plots with error bars, we found sumed to be 1.75 ang/ v>1.75 from simulation data, the
that although the errors fdr=128 are largest, they provide computed will be less than 1.0. Scaling plots are made with
only little variation for the slopes of the best-fit straight lines. v set to 1.0 as well as the computed value and compared for
Table 1l lists the estimates for the ratig/lv based on the degree of data collapse, as well as observing whether the
taking the ratio of Ing,/x;) over In(L,/L;), where the third slopes of the upper and lower best-fit straight lines giveythe
entries for eachB are the same as those obtained via leastvalue assumed. It was found that the “Ising” plots were not
squares fit gradients to Ja,.c VS INL plots. Herey; is the  consistent in that we do not recover the assumedlue of
short form of ya,q fOr system size ;. Listed are the values 1.75 from the slopes. There are altogether eight plots for the
for different ratiosL, /L, as well as the propagated error in four 3 settings we looked &twith a=1).
vyl v, which is 8(y/v)=[1/In(L,/Ly) [o(€)o/xo+ o(€)1/x1]- From the scaling plots with the experimental values, we
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FIG. 8. Fluctuations ofn|? with time nearT, for the driven
= . . . . . . . system. Parameterg=—10, =1, L=128, andT=1.2405. The
guantities plotted on they axes are(from top to bottom
L v ﬁ&,’g@g a=1,p=-1 ] [n(0,1,1)2, [n(0,0,1)?, [n(0,2,0)?, |n(0,1,0)2 and|n(0,4,0)?,
* *oogr o A as in Fig. 4. The horizontal time axis is in units of 200 MCS. Note
"V %v that as the value in the second r@RE) increases, that in the first
T o, vu* | row decreases, and vice versa.
* ; . o o -
2.: T v V#a 1 model is more severe for this case? It is hard to make any
= °y e, statements as current knowledge indicates that intralayer
£ -top * * couplings are not expected to affect the universality class of
yv=175andv =10 v M the model system. However, although=—10 gave us a
-t2r * 1 vl v ratio of 1.9268, that o3=—1 is only 1.7939, which is
T =1.1465 v still a puzzle. As the susceptibility plots from=2 are simi-
1af ) - 1 lar in nature to those frone=1, we do expect similar re-
* sults, though the peak heights are lower in the former case
0] - - s s s : . ! (see Fig. 9 beloyw We suspect that more data points are

*n |T_1Tc| o 2 needed neaf . for the a=2 cases.

FIG. 7. Data collapse plot for the case @1, B=—1. Top
plot usesy/v obtained “experimentally” while the bottom plot
assumes it to be 1.75. Both plots assuprie be 1.75. Thd ;. value
used for the first plot was 1.1487 takimgo be 0.9081 while it was
1.1465 forv=1 in the second.

VII. DISCUSSION AND SPECULATION

Though our numerical results indicate non-Ising behavior,
there may still be problems. The observed peaks are increas-
ing at a rate higher than expected for the Ising model as
increases and we do not see any reasonable way to bring
observed that a straight line of slope 1.75 can be fittedlown the peak heights. The phenomenon of critical slowing
through the data points in the linear regions. Thus, the asdown may be affecting our numerical results. However, the
sumption ofy being 1.75 is consistent with the plots. Fur- huge demand on computer resources constrained us®to 10
ther, we observed that the data points for different systemMCS per run for the three system sizes we looked at.
sizes show signs of scaling behavior, in that data points from For equilibrium systems approaching criticality, the ap-
smaller systems deviate from the perceived linear regiompropriate part of the power spectrum we are monitoring
faster. This is true for both the top and bottom branches an@ivhose time average is the order parameétequite constant
is mainly due to finite-size effects. Another point to note isbut with sudden drops to zeighe top two plots in Fig. B
the very short linear regions obtained from the model. Fi-(Note that the drops as depicted are not as sudden, since we
nally, compare the top plot with the bottom in Fig. 7 where sample the data only every 200 M@&oing even closer to
the exponents assume Ising values. The data collapse in tlegticality, we saw only “ridges” and “valleys.” These are
bottom plot near the “bend” is not as good as in the top plot.the huge fluctuations of the dominant power spect(tmat

Similar situations occurred for the other settingsBofAll for the FE phase in our casexpected due to divergence of
the slopes measured are close to the value of 1.75 assumehbe susceptibility. For Ising systems, all other entries should
Again, collapse is visually better with the all-experimental be near zero. Hence for the equilibrium FE-D transition, only
cases. xree diverges near criticality.

We also moved on to look at the case wherés larger For the driven case, the story is quite different. When
than 1. It was found that the quality of data collapse isdrops occur for the FE representation, the entry for AFS
poorer. Does this imply that the deviation from the Ising (stripped antiferromagnetic laygrases. They are in a way
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antagonistic to each other. What we are seeing here is tha ™ - - - - - - -
instead of the system going into a state with no discernible sl
structure when it looks less FE-like, the partictedlectively
form a phase that is like the pure AFS phase, possible only 14}
under the drive. It is a situation where the FE-D-FE state
during a simulation run at & close toT, is replaced by
FE-AFS-FE.

We can attempt to examine the physics of the situation.x
During a simulation run at moderately high particles from 8o a=1, p =10
the filled layer may hop onto the empty ofmote that the ’ v
driving field does not influence particle hops across layers °
Without any drive, these clumps of particles in a generally 4} _
particle poor region would not have any long ranged order. %

However, under the drive, linear interfaces would tend to 2| *
result due to particle alignment with the external field. Thus . N . _nivng-,:dﬂ'y"f!e-n,
a phase resembling the AFS results whenever the FE phase 108 i 115 ¥ 125 13 138 14
“eroded.” Locally the rule of having particle-hole pairs
across layers was satisfied by both FE and AFS phases. |
fact, the AFS phase is only slightly higher in energy com-
pared with the FE and is in fact a local minimum solution
while FE is the global one. This ability of the lattice gas to ' ]
switch between two phases of very close energy does no
have a counterpart in the equilibrium model. sl v |

We thus see that enroute to a disordered configuration a
T increases, the FE and AFS phases are both present in tF v
intermediate configuration. Although the negatively coupled= s a=2,p=-1 ]
bilayer system is FE at moderately low temperatured,.ds
approached the AFS phase becomes significant whenever tt |
configuration becomes less FE-like. Asis increased fur-
ther, the amplitudes of both components are observed to be 5.
come comparable until they both become close to Zaso 200 1
for other phasesat very highT. We thus may not have a * v:*
simple FE-D transition but instead a FE/AFS-D transition. L ?“wgn o g . .
Hence the numerical results obtained basedyep alone 14 145 15 155 i 165 17 175
may not give us the full picture. Looking back at the scaling
plots, we begin to wonder if the poor collapse n&atis the FIG. 9. Selected combined susceptibility plots tor1 and«
result of not taking the AFS phase into account. =2.

Plotting the susceptibility curves for each set of parameter _ o )
settings over the different system sizes, we found plots chaGloser to 2.0 instead. Hence we have a situation wiéres
acteristic of second-order phase transitidfgg. 9. How- ~ non-Ising buty could remain Ising.
ever, comparison with Ising plots shows the peaks to skew TWo dominant phases near criticality, namely, the FE and

toward smallefT asL increases, which is a curious observa-AFS, are observed. The AFS phase comes into play only
tion at this stage. close to criticality as well as at low temperatures, while the

FE phase is dominant at moderake All our results were
based on FE-D transitions but the true picture could be
FE/AFS-D transitions. Essentially, we suspect that a differ-
ent y has to be synthesized froyre and yags, where the
We have attempted to extend the phase diagrams of thatter may diverge near criticality as well. At this stage, a
bilayer driven lattice gas for unequal intralayer attractiveplausible theory has yet to be worked out. This may explain
couplings. This is in continuation of the work done by Hill the poor data collapse ne@g, though whether this suscep-
et.al[4]. The main findings are that the phase region occutibility could give Ising behavior is inconclusive.
pied by the configuration that consist of ferromagnetic bands Another possibility for non-Ising results could be that the
across the layer§S phasg increases at the expense of the scaling is anisotropic, requiring two correlation length expo-
other phase, which is the Riilled-empty phase. We specu- nentsv, andv|, associated with the directions perpendicular
late that the preference for the S phase over the FE phase land parallel to the driving field, respectively. This could also
the driving field increases as the intralayer coupling transexplain the nonlinearity of th& e, plots. However, as is
verse to the drive increases. well acknowledged in the field, this proposal would be very
We also tried to determine the universality class of ourdifficult to investigate.
bilayer driven lattice model with repulsive interlayer interac-  Thus, it is concluded that the repulsive interlayer DLG
tions. Starting with an Ising hypothesis, we found discrepandoes not belong to the Ising class. The theoretical and prac-
cies for y/v with the Ising value of 1.75, obtaining a value tical ramifications could be subjects for further research.
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